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All the images have been acquired from a videoconference camera and from 27 different TV channels, and are classified into six groups:


   i) videoconference images,


   ii) news with presenters' faces and shoulders only,


   iii) news with presenters' faces and busts,


   iv) TV series, documentaries and outsides,


   v) fashion shows, and


   vi) non-faces.


Detection and location results achieved by our system





Shape and size criteria are applied on the resulting components. For this purpose, we have defined an elliptical measure of regions. This measure is also used to select among overlapping components.





A description is calculated for each resulting region R. It contains: mean MR, covariance (R, number of pixels NR, and mean intensity gradient (IR. The result of this process, i.e. number of candidate regions Rmax, their descriptions and the pixel/region associations R(x,y), constitutes the common framework over which the problems of face analysis are solved.





CANDIDATE REGIONS





INPUT IMAGE














Elliptical Segmentation. The segmented area is an ellipse corresponding to the gaussian parameters of that region. This method is simpler, but generates a coarse approximation of the facial shape.
































Polygonal Segmentation. A list of points is extracted by contour-following of the candidate region. Then, we use the IPE algorithm to reduce the number of points of the polygon, minimizing the area suppressed by the removed vertices. Finally a convex criterion is used to remove vertices that generate convexities.
































In both cases, the segmented faces, acting as input for the location process, are extracted from the intensity channel, equalized using (IR to compensate for illumination changes on the faces.





Facial Features Location. From the segmented regions obtained through the previous step, the main facial features (i.e. eyebrows, eyes, nose and mouth) can be accurately located by analysing its horizontal and vertical integral projections. This projections are softened using gaussian masks which size depends on the size and contrast of the input image. Then, the location of the facial features can be obtained from the local maxima and minima extracted from these softened projections. If no prominent peaks are found in the expected positions, then we infer there is no face in the image. The a priori knowledge about the human facial structure, makes it possible to apply some heuristics in order to guide the location process in an efficient and smart way.





A face is said to be detected before location when a candidate region appear, and after location when all its facial features are found.
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Connected component analysis + Shape and size criteria
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A classification process is defined on HIT patterns, so that each vector v = (h, i, t) is classified into one of two classes: skin or non-skin. Contiguous pixels that are classified as skin patterns are then joined into skin-like regions, using a connected component labeling algorithm. This process is repeated, using different classification parameters (more or less restrictive).
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Transform RGB to HIT





We have defined a representation space, named HIT, so that each RGB input image is transfor-med, in a preprocessing stage, into a three-channel image: Hue, Intensity and Texture. The Hue channel is used for color analysis, and is almost constant for human skin. With the Intensity channel, it is possible to reject pixels that clearly do not belong to skin regions. Finally, Texture is defined as the magnitude of the multispectral gradient in RGB, and is null in skin regions.
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Apply some adaptative tests
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