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Abstract — The optimization of the execution time of a parallel algorithm can be achieved through the use of an analytical cost model function representing the running time. Typically the cost function includes a set of parameters that models the behaviour of the system and the algorithm. In order to reach an optimal execution, some of these parameters must be fitted according to the input problem and to the target architecture. An optimization problem can be stated in which the modelled execution time for the algorithm is used to estimate the parameters. Due to the large number of variable parameters in the model, analytical minimization techniques are discarded. Exhaustive search techniques can be used to solve the optimization problem, but when the number of parameters or the size of the computational system increases, the method is impracticable. The use of metaheuristics allows the development of valid approaches to solve general problems with a large number of parameters. The combination of the parameterized analytical cost model function and metaheuristic minimization methods appears as a real alternative to minimize the parallel execution time in complex systems. The success of the approach is shown with two different algorithmic schemes on parallel heterogeneous systems.

Keywords — Processes mapping, Metaheuristics, Heterogeneous computing.

I. INTRODUCTION

The minimization of the running time of a parallel program on a parallel architecture is a challenging problem in current target platforms. Parameters like block sizes and shapes, number and set of processors, process to processor assignment, etc. must be fitted for a proper optimal execution time. Common methodologies to achieve this vary from ad-hoc profiling and tuning of the concrete program on the specific architecture, or solving scheduling problems associated to the dependence task graphs, to the minimization of the analytical complexity cost function associated to the program. Each of the methodologies has advantages and disadvantages and their use is sometimes a matter of availability of tools and know-how.

We focus on minimization strategies through the cost model function. The complexity needed in the model to be accurate for minimization purposes is too high. However, when the model is simple enough to be managed, the predictive abilities of the model allow us not only to minimize the execution time but also to provide the opportunity to use them as automatic tuning engines. Figure 1 illustrates the steps sequence of the method. The analytical cost function of the algorithm is developed in the design phase. The inclusion of some parameters in the function allows the behaviour of the platform and the algorithm to be modelled. The values which model the behaviour of the platform are estimated and included in the cost function when the routine is installed. Variations in the values of some of the algorithmic parameters affect the speed of the program. The optimal combination of these parameters is obtained at running time, and the routine is executed with values which provide the lowest execution time according to the cost function.

![Fig. 1. Block diagram of the steps to obtain an execution close to the optimum in execution time.](image-url)

The minimization problem increases in difficulty when the size or complexity of the system increases. Analytical minimization has been successfully applied in some specific cases but it is discarded in practice for medium and large sized systems. Exhaustive algorithmic search techniques can be used, but when the number of parameters or the size of the computational system increases, the method is impracticable due to time restrictions. The use of approximated methods to guide the search is another choice, although approximated methods are typically ad-hoc methods and need the use of information about the objective function, with the consequent loss of generality. Furthermore, these methods very frequently are trapped in local minimums. We propose metaheuristics as a part of the general methodology. This
approach has been successfully applied in several specific systems [1], which opens the way for the generalization proposed here.

Due to space limit, this paper summarizes the proposal, but a deeper study and more experiments can be found in the references [2], [3], [4]. Section two summarizes the concepts used in the development of parameterized models of the execution time. In section three the basic ideas of metaheuristic methods are explained. Section four shows the application of the proposed methodology to two schemes. Finally, section five presents some conclusions.

II. PARAMETERIZED MODEL OF THE EXECUTION TIME

We propose to express the execution time of a parallel algorithm as a function of some algorithmic and system parameters as follows [5]:

\[ t(s) = f(s, AP, SP) \] (1)

where \( s \) represents the problem size, \( SP \) are the parameters (system parameters) which represent the characteristics of the system, and \( AP \) are the parameters (algorithmic parameters) whose modification gives different versions of the algorithm and which can be modified to obtain low execution times. The number of system parameters may be very large, and the formula could become very complex. Some typical algorithmic parameters are the number of processors to use from those available in a homogeneous system, the number of rows and columns of processors in logical mesh algorithms, the block computational size... In a heterogeneous system the number of parameters increases greatly, because different block sizes could be preferable in different processors, because a different number of processes can be assigned to each processor... So, the optimization problem for heterogeneous or distributed environments is particularly complex.

Let \( nap \) be the number of algorithmic parameters, and \( vsp \) the values of the system parameters. For each algorithmic parameter \( (AP_i, 1 \leq i \leq nap) \) the possible values of the parameters form a set \( (SAP_i, 1 \leq i \leq nap) \) which could be very large (we call \( nvap_i = |SAP_i| \)). Figure 2 shows a tree to obtain the possible combinations of the algorithmic parameters. Each terminal node represents a combination, and there is a total of \( \Pi_{i=1}^{nap} |SAP_i| \) terminal nodes. The optimization problem to be solved is:

\[ t_{opt} = \min_{vap \in SAP_1 \times \ldots \times SAP_{nap}} f(s, vap, vsp) \] (2)

We propose the systematic application of metaheuristic methods to approach the optimum solution of tasks-to-processors assignment problems in which the minimum modelled time from those of all the possible assignments is searched.

III. METAHEURISTICS

Given that most of the interesting and attractive combinatorial problems belong to the NP class, exact methods are not very useful except for small sized problems. In recent decades, metaheuristics have emerged as an advantageous technology for approximation algorithms [1]. All the existing metaheuristics share ideas and differ in some components. The unified views of metaheuristics presented, for example, in [6], provide an interesting general vision of the field. A general algorithm like that shown in figure 3 could be instantiated to obtain different metaheuristics just by changing the key elements (Initialize, EndCondition, ObtainSubset, Combine, Improve, IncludeSolutions) and the sizes of the involved sets of solutions. This conception allows for the development of frameworks or toolboxes where operators could be reused and combined in specific metaheuristics. For example, when a scatter search method is generated, the generation of a genetic algorithm may reuse several routines from the scatter search, and some of the new procedures implemented on the genetic technique can be used for the scatter search in a feedback process.

```
Initialize($S$)
while (not EndCondition($S$)) {
    $SS = ObtainSubset(S)$
    if (|$SS| > 1)
        $SS1 = Combine(SS)$
    else
        $SS1 = SS$
    $SS2 = Improve(SS1)$
    $S = IncludeSolutions(SS2)$
}
```

Fig. 3. General scheme of a metaheuristic method.

IV. CASE STUDIES

Two cases are studied to validate the general methodology. They cover quite complex situations and the analytical objective functions to be optimized are very different.

A. Processes to processors allocation for iterative schemes through scatter search

Two main approaches have been traditionally followed to adapt parallel codes efficiently in heterogeneous systems. The first approach considers the heterogeneous data distribution between the processes.
A second technique consists of performing a proper allocation of processes to processors, and to use homogeneous algorithms. This type of algorithms is called HeHo [7] (Heterogeneous assignment of processes which have homogeneous distribution of data). Many works have been devoted to the first approach [8], [9], which typically would lead to efficient algorithms but at a high cost of reprogramming classical algorithms. For the second approach to be successful, it is necessary to obtain a good distribution strategy of the processes. The algorithmic parameters include a vector of parameters, $d = (d_1, \ldots , d_p)$, where $d_i$ holds the processor assignment of process $i$, being $D$ the number of processes. The values of the arithmetic costs vary from one processor to another, and also according to the number of processes assigned to each processor. The values of the communication parameters also vary between each pair of processes, depending on the processors to which the processes are assigned. The cost of a basic computational operation in each processor $i$ is $t_{ci}$, and the start-up and word-sending times from processor $i$ to processor $j$ are $t_{ni,j}$ and $t_{wi,j}$. Equation 1 takes the form:

$$t(s, D) = t_{c}t_{\text{comp}}(s, D) + t_{\text{comm}}(s, D)$$ (3)

where $s$ represents the problem size, $t_{\text{comp}}$ the number of arithmetic basic operations, and $t_{\text{comm}}$ the communication cost (it includes a term with $t_c$ and another with $t_w$). $t_{\text{comp}}$ and $t_{\text{comm}}$ are divided in different parts, and in each part the value of the process with most computational charge, and that of the pair of processes with most communication cost, are considered. The values of $t_c$, $t_s$ and $t_w$ are affected in some way by the number of processes assigned to each processor. The way in which these values vary with the processes assignment also depends on the characteristics of the computational system and the communication network. One initial approach is to consider the cost of a basic arithmetic operation in processor $i$ as $d_i t_{ci}$, and that the communication costs have the maximum value of those between processors where some process is assigned.

The cost function depends on the routine in question, and is obtained in the design phase. An iterative scheme is used to exemplify the methodology. Figure 4 shows the basic algorithm where every process has an amount of work assigned to compute in each iteration and after each iteration a communication operation is performed.

We instantiate our technique for dynamic programming problems as particular cases of iterative schemes. In a basic dynamic programming algorithm the solution is obtained by completing a bidimensional table where the columns represent the size of the corresponding subproblem (states), and the rows are the number of maximum decisions (stages). The final solution is in the last row and column. The optimal solution with $i$ stages and problem size $j$ is obtained from optimal solutions with fewer than $i$ previously stored decisions. These dependencies mean that a parallel version of the scheme will have a number of steps equal to the number of stages. In a message passing version of the scheme, because different data are assigned to different processors a communication step appears between two consecutive computation steps.

For instantiation purposes, we will consider dynamic programming approach for the “coins problem”. Given the quantity $C$ and coins of $n$ types ($v_1, v_2, \ldots , v_n$), with a certain amount of coins of each type ($q_1, q_2, \ldots , q_n$), the coins problem consists of finding the minimum number of coins to fulfil amount $C$. As part of the methodology, we follow a sequence of steps to achieve the optimal process to processor allocation (figure 1). These steps are discussed following.

Step 1: Identification of parameters

The problem size is determined by $C$ and by the number of different values of coins. The values of the coins and the amount of coins available of each type also affect the execution time, and hence they are also part of the problem size, $s = (n, C, v, q)$.

The system parameters are different for each processor or pair of processors. If there are $P$ processors in the system, $t_c$ is represented by a vector $t_c = (t_{c_1}, \ldots , t_{c_p})$, and $t_s$ and $t_w$ by matrices of size $P \times P$.

The number of processes to use ($D$) is one of the algorithmic parameters, and another is the vector $d$ representing the processes to processors distribution, so, $AP = (D, d)$.

Step 2: Routine modelling

An analysis of the computation/communication pattern composes the analytical model. The total amount of computations of an iteration are assigned to the $D$ processes. The $C$ states in a step are assigned to the $D$ processes and the optimal value for state $X$ in a given stage $i$, is given by the formula:

$$M(i, X) = \min_{k=0, 1, \ldots , \min\{X/kv_i\} \in \mathbb{N}} (M(i - 1, X - kv_i) + k)$$ (4)

If the columns of the table are assigned using a block distribution, $C$ consecutive columns are assigned to each process. The process with most work is process number $D$, and the work assigned in step $i$ to this process is:

![Fig. 4. Basic algorithm of an iterative scheme.](image-url)
\[
\sum_{j=C-\frac{D}{2}+1}^{C} \left( 1 + \min \left\{ \frac{j}{D}, q_i \right\} \right)
\]  
(5)

Each process \( i \), with \( i = 1, 2, \ldots, D - 1 \) sends the values it has computed to the processes \( i + 1, i + 2, \ldots, D \). The amount of transferred data is \( \frac{C(D-1)}{2} \) and the number of communications \( \frac{D(D-1)}{2} \). In an Ethernet network the cost of communications can be modelled as:

\[
t_{comm} = \frac{D(D-1)}{2} t_s + \frac{C(D-1)}{2} t_w
\]  
(6)

**Step 3: Obtaining the values of the system parameters**

The values of the system parameters can be obtained by running a reduced version of the routine or the section of the routine where the parameters appear.

The values of \( t_s \) and \( t_w \) could be obtained by using a ping-pong between each pair of processors. But a ping-pong is not the type of routine which appears in the communication phase in the algorithm, and bad predictions will be made. Another possibility is to estimate these values by running a small version of the problem in parallel for different values of the algorithmic parameters.

The values of \( t_c \) can be obtained by running a small sequential version of the code in each processor.

**Step 4: Selection of the values of the algorithmic parameters**

An optimization problem consisting of deciding the values of \( D \) and \( d \) which produces the lowest theoretical execution time needs to be solved. Different metaheuristic techniques can be used [4]. We use a scatter search method to show how to find the \( AP \) parameters.

We consider that each element of the reference set represents a possible mapping of processes to processors. In scatter search the elements with the lowest modelled execution times are included in the reference set, and those with the greatest distance function to the best elements are also included. The reason is that if only the best elements of the reference set are selected, the method could quickly converge to a local optimum. The structure to represent the reference set is the mapping array \( d \), and \( d_i = j \) when process \( i \) is allocated to processor \( j \).

One specific scheme of the scatter search can be obtained from the general metaheuristic scheme of figure 3. There are different possibilities for each one of the routines in the scheme. Some of them are discussed below:

- **Initialize:** The initial generation may consider several options, varying from a random assignment of processes to processors, where processors with more computational capacity receive more probability, to the allocation of an equal number of processes to each processor. The elements are improved to procure good solutions from the beginning. A greedy method is applied to each element of the initial reference set and of the sets obtained by combination of elements. For each element, all the mappings obtained by assigning one additional process to a processor are considered. The modelled execution times of these mappings are computed and the method moves to the mapping with lowest time. The iteration finishes when the execution times of all the new mappings are greater than that of the previous one.

- **EndCondition:** We can consider that the convergence is reached when the best new solutions are not better than the best of the previous ones, or when the average of the new solutions is not better than that of the previous ones.

- **ObtainSubset:** It is possible to select all the elements for combination, or to select the best elements to be combined with the worst ones.

- **Combine:** Each pair of selected elements is combined component to component, and the number of processes increases with more probability in processors with more computational capacity, and decreases in the slower ones.

- **Improve:** The same greedy method used in the initialization is used to improve each generated element.

- **IncludeSolutions:** The most promising elements and those most scattered with respect to the most promising ones are included in the reference set. The most scattered elements are the most distant elements (using Euclidean distance) or those which are most “different” (number of different coordinates) from the most promising ones.

**Step 5: Routine execution**

The routine is executed with the best selection of algorithmic parameters. Table I summarizes the behaviour of the metaheuristic when compared with a backtracking with node pruning with simulations named AE-LD, AE-MD, BW-LD and BW-MD. The table shows the percentage of times the mapping time plus the modelled time with the scatter search is lower than that of the backtracking. The metaheuristic method is a better approach than the backtracking, even when some node elimination which could eliminate the optimum solution is used.

<table>
<thead>
<tr>
<th></th>
<th>Include elem</th>
<th>Select elem</th>
</tr>
</thead>
<tbody>
<tr>
<td>All elements</td>
<td>AE-LD: 99%</td>
<td>BW-LD: 85%</td>
</tr>
<tr>
<td>Best vs worst elem.</td>
<td>AE-MD: 91%</td>
<td>BW-MD: 86%</td>
</tr>
<tr>
<td>Longest dist</td>
<td>AE-LD: 99%</td>
<td>BW-LD: 85%</td>
</tr>
<tr>
<td>More diff.</td>
<td>AE-MD: 91%</td>
<td>BW-MD: 86%</td>
</tr>
</tbody>
</table>

Table II compares the 4 previous combinations from representative simulations. BW-LD and BW-MD show the lower decision time however, the Total Time (Final Modelled Time, FMT, plus Decision Time, DT) is lower in AE-LD and AE-MD. AE-MD has a number of iterations smaller than AE-LD, but
the Total Time are similar in both strategies.

### TABLE II

<table>
<thead>
<tr>
<th>Method</th>
<th>Iter.</th>
<th>PMF</th>
<th>DT</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE-LD</td>
<td>90</td>
<td>1796.04</td>
<td>3.89</td>
</tr>
<tr>
<td>AE-MD</td>
<td>69</td>
<td>1797.85</td>
<td>5.35</td>
</tr>
<tr>
<td>BW-LD</td>
<td>11</td>
<td>2431.24</td>
<td>0.15</td>
</tr>
<tr>
<td>BW-MD</td>
<td>2</td>
<td>2411.21</td>
<td>0.47</td>
</tr>
</tbody>
</table>

We perform a deeper analysis in more complex systems using the AE-MD for the Scatter Search. We include a parameter, the complexity, that reflects the complexity of computations in comparison with communications. Table III shows the grouped results for simulations with growing sizes and complexities. For each combination of size, complexity, number of processors and number of processes, 20 executions were made. Each percentage represents the number of simulations where the Scatter Search technique is better than backtracking with pruning.

### TABLE III

<table>
<thead>
<tr>
<th>Size</th>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>100000</td>
<td>100</td>
<td>100%</td>
<td>100%</td>
<td>60%</td>
<td>43%</td>
<td>33%</td>
</tr>
<tr>
<td>250000</td>
<td>100</td>
<td>100%</td>
<td>100%</td>
<td>96%</td>
<td>96%</td>
<td>97%</td>
</tr>
<tr>
<td>500000</td>
<td>100</td>
<td>100%</td>
<td>100%</td>
<td>96%</td>
<td>94%</td>
<td>97%</td>
</tr>
</tbody>
</table>

B. Assignment of tasks with a master-slave scheme

In this case we are interested in the use of metaheuristics as a cooperative framework to minimize the analytical function. Nevertheless, the work in the five steps of the methodology is explained here.

**Step 1: Identification of parameters**

A master processor generates a set of \(T\) independent tasks that are solved by slave processors. The task have arithmetic costs \(c = (c_1, c_2, \ldots, c_T)\) and memory requirements \(r = (r_1, r_2, \ldots, r_T)\). The system consists of \(P\) processors with the times to perform a basic arithmetic operation \(t_c = (t_{c_1}, t_{c_2}, \ldots, t_{c_P})\), and memory capacities \(m = (m_1, m_2, \ldots, m_P)\). The problem size is \(s = (T, c, r, P, m)\) and the only system parameter is \(t_c\), because no communications are considered. From all the mappings of tasks to the processors, \(d = (d_1, d_2, \ldots, d_T)\), with \(r_i \leq m_{d_i}\), the problem is to find \(d\), the algorithmic parameter, that minimizes the modelled execution time.

**Step 2: Routine modelling**

The execution time for a mapping \(d\) is:

\[
\max_{i=1, \ldots, P} \left\{ t_{c_i} + \sum_{j=1}^{T} \frac{c_j}{d_j} \right\}
\]

The minimum of the times of the mappings which satisfy the memory constraints must be obtained.

**Step 3: Obtaining the values of the system parameters**

As in the previous case the values of \(t_c\) can be obtained by running a small sequential version of the code in each processor, or the relative speed of the processors can be used.

**Step 4: Selection of the values of the algorithmic parameters**

The tasks are generated by the master at running time, so the mapping must be decided in a reduced time. There is a maximum of \(P^T\) assignments, and it is not possible to solve the problem by generating all the possible mappings. An alternative is to obtain an approximate solution using some metaheuristic method. The use of a generic scheme allows us to develop different metaheuristics easily and to experiment with them to decide a satisfactory method at installation time or to experiment with different methods to obtain a satisfactory solution at running time.

**Step 5: Routine execution**

The routine is executed with the best selection of algorithmic parameter values. The use of a metaheuristic method (that determined in the installation) or of several methods to decide the mapping at running time adds an overhead time which must be low, and some time criteria could be included in the stopping condition.

B.1 Application of different metaheuristics

The use of a generic scheme allows us to develop different metaheuristics easily and to experiment with them. Experiments with different metaheuristics are shown. The methods are: genetic algorithm (GA), scatter search (SS), tabu search (TS) and GRASP (GR). These metaheuristics are analysed from the same perspective, identifying common routines and element representations, which allows us to reuse some routines, so reducing the development time. They can be implemented using the same class structure: classes for the algorithm, the system and the solution. Each metaheuristic is also implemented in a class, but they share the pattern and some functions.

The selection of the best functions and parameters’ values is obtained by experimentation. Experiments with different tasks and systems configurations have been carried out, obtaining similar results. The results of a particular experiment are shown. The size \(n\) of each task has been randomly generated between 1000 and 2000, the arithmetic cost is \(n^3\), and the memory requirement \(n^2\). The number of processors in the system is the same as the number of tasks. The costs of basic arithmetic operations have been randomly generated between 0.1 and 0.2 \(\mu\text{sec}\). The memory of each processor is between half the memory needed by the biggest task and one and a half times this memory. Experiments have been carried out for each metaheuristic with different functions.
and with values of the basic parameters with which a mapping time lower than 3 seconds is obtained for the biggest problem considered. Satisfactory results have been obtained in the following conditions:

- **GA.** The population has 80 elements; the elements in $S$ are generated randomly assigning the tasks to the processors, with the probability proportional to the processor speed. Each pair of elements is combined with half of the components of each parent; in each combination the best parent and the best descendant are included in the population. The probability of mutation is 1/5. The maximum number of iterations is 800, and the maximum number of iterations without improving the optimum is 80.

- **SS.** $S$ has 20 elements. The initialization and combination are those in GA. Each element is improved with a greedy method, which works by selecting from the processor with highest execution time a task that, assigned to another processor, could reduce the fitness function. The elements with lowest cost function and those most scattered with respect to the best ones are included in the reference set. The maximum number of iterations is 400, and the maximum number of iterations without improving the optimum is 40.

- **TS.** The neighborhood has 10 elements, obtained by taking the tasks assigned to the processor with most cost and reassigning them. The tabu list has 10 elements. The maximum number of iterations is 200, and the maximum number of iterations without improving the solution is 20.

- **GR.** An initial set with 20 elements is generated, as in GA and SS. The element is selected randomly, with more probability for the elements with better fitness function. The element is improved with the greedy method used in SS. The number of iterations is 20.

Table IV shows the mapping and the simulated times. GA and SS are the methods that need more mapping time. GR is the method which behaves best. There are no big differences in the mapping times, but the differences in the modelled times are big in some cases. Of course, all the methods must be carefully tuned to the problem to obtain the best combination of parameters and functions.

### V. CONCLUSION AND FUTURE WORKS

We state the advantages of using metaheuristics to approach the minimization of the modelled execution time of parallel programs. An optimization problem consisting of obtaining the parameters with the lowest modelled execution time is stated. The general problem is NP, and the use of heuristics approaches is compulsory. A general framework for the application of metaheuristics techniques to this problem is presented. With this approach several metaheuristics solutions can be easily developed, studied and combined. The approach has been illustrated with two case studies. We plan to apply this methodology to other more complex mapping problems. The development of a set of classes containing different implementations of the general metaheuristic scheme is being considered. With such a set of classes, a user could implement the mapping problem to be solved, and easily develop several metaheuristics to experiment with the problem. The approach could be used for the solution of similar mapping problems in which the function to optimize has a different form.
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