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Automatic tuning techniques have been used in the design of routines in recent years. The goal is to develop routines which automatically adapt to the conditions of the computational system, in such a way that efficient executions are obtained independently of the experience of the user. Techniques have been developed in different fields, and especially in linear algebra routines [1, 2, 3, 4].

In this work the possibility of applying automatic optimization techniques to divide-and-conquer algorithms is analyzed. The routines are developed together with their theoretical execution time, \( t(s) = f(s, AP, SP) \), where \( s \) represents the problem size, \( SP \) are system parameters, and \( AP \) are algorithmic parameters. As an example, in a parallel mergesort algorithm system parameters are the costs of the basic arithmetic or communication operations, and algorithmic parameters could be: the level of recursion, the direct method used to solve the problem in the basic case, and the number of processors to use.

Different methods to estimate the value of the system parameters at installation time are analyzed. At execution time, the value of the algorithmic parameters with which the problem is solved are obtained by estimating the values which provide the lowest modelled execution time for the values of the system parameters obtained in the installation.
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